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September 3, 1998

Dr. Neal Lane

Assistant to the President for Science and Technology
Executive Office of the President

Old Executive Office Building

Washington, DC 20500

Dear Dr. Lane:

| am pleased to forward to you the FY 1998 Implementation Plan for the High Performance
Computing and Communications (HPCC) Program. This Plan provides a detailed description
of FY 1997 HPCC accomplishments and FY 1998 HPCC plans as reflected in the President’s
FY 1998 HPCC budget proposal. The planning, accomplishment, and budget material in this
document was prepared by the National Coordination Office for Computing, Information, and
Communications (NCO/CIC) and the twelve agencies that are members of the Subcommittee
on Computing, Information, and Communications Research and Development (CIC R&D).

This Implementation Plan includes FY 1998 plans for the President’s Next Generation
Internet (NGI) initiative, which is reported here under the Large Scale Networking Program
Component Area. The Federal investments made in this initiative and associated industry
investments are creating the foundation for the networks of thee®itury. Our FY 1999
Implementation Plan, which will be published later this year, will detail impressive FY 1998
accomplishments toward the NGI goals.

The format and contents of this Implementation Plan are similar to previous years’ plans and
were determined through substantial interaction with the Office of Management and Budget.
This document will be made available to the public in printed form and can also be accessed
via our NCO Web sitehttp://wwwccic.govi. The Supplement to the President’s FY 1998
Budget, “Computing, Information, and Communications: Technologies for thE&itury,”
published in November 1997, is a companion to this document and can also be accessed via
our Web site.

The Subcommittee on CIC R&D and the NCO staff look forward to working with you to
assure continued U. S. leadership in computing, information, and communications

technologies.
Respectfully yours,

Kay Howell
Director
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High Performance Computing and Communications Program

FY 1998 Implementation Plan

1. Executive Summary

This document presents the FY 1998 Implementation Plan (IP) for the Federal High Performance Computing and
Communication (HPCC) Program. This highly successful Program builds upon decades of Federal HPCC R&D and
receives bipartisan Congressional support. The IP is based on the President's FY 1998 HPCC budget request of
$1.1037 billion and the FY 1998 HPCC Program’s Supplement to the President’'s Budget entitled Computing,
Information, and Communication: Technologies for th& @éntury. This Plan provides a detailed description of FY

1997 HPCC accomplishments and FY 1998 HPCC plans as reflected in the President's FY 1998 HPCC budget
proposal to the U. S. Congress to be carried out by the twelve participating Federal agencies. The FY 1998 budget
figures derive from a base of $489 million in place at the beginning of the HPCC Program in FY 1992.

As the 2% Century approaches, the rapid convergence of computing, communications, and information technology
promises unprecedented opportunities for scientific discovery, industrial progress, and societal benefit. The
development of ever more powerful high-performance computers and effective low-cost computers, advanced
networking technologies, and evolving software technologies are enabling unparalleled advances in science and
engineering, as well as facilitating the integration of the information technology into the mainstream of American
life. Federal R&D programs detailed in this document are key driving forces for advancing these technologies and
their application to a more secure and better life fh@dntury America.

To meet many of the challenges of this new century, under the direction of National Science and Technology
Council’'s (NSTC) Committee on Technology (CT), the Federal Computing, Information, and Communications
(CIC) programs are investing in long-term R&D to advance computing, information, and communications in the
United States. The HPCC Program is a part of the CIC programs. The National Coordination Office for Computing,
Information, and Communications (NCO) provides a central focus for interagency R&D activities and coordinates
the activities of the HPCC and CIC agencies. The Subcommittee on CIC R&D is divided into five Working Groups
that are responsible for focusing on specific technical and high priority Program Component Areas (PCAs). The five
CIC R&D PCA Working Groups and their overall goals are:

High End Computing and Computation (HECC): The goal of HECC R&D is to provide the foundation

for U.S. leadership in computing through investments in systems hardware and software innovations, in
algorithms and software for modeling and simulation needed for computation- and information-intensive
science and engineering applications, and in the research infrastructure required to carry out this R&D.

Large Scale Networking (LSN): The goal of LSN R&D is to further U.S. leadership in network
communications through advances in high performance network components; technologies that enable
wireless, optical, mobile, and wireline communications; large scale network engineering, management, and
services; and systems software and program development environments for network-centric computing.

High Confidence Systems (HCS)The goal of HCS R&D is to develop technologies that provide high
levels of security, protection of privacy and data, reliability, and restorability of information services.

Human Centered Systems (HUCS)The goal of HUCS R&D is to make computing and networking more
useful through collaboratories, technologies that provide knowledge from distributed repositories, multi-
modal interactive systems, and virtual reality environments.

Education, Training, and Human Resources (ETHR):The goal of ETHR R&D is to support research

that advances education and training technologies, including technologies that support lifelong and distance
learning, information-based learning tools, and curriculum development.

HPCC FY 1998 Implementation Plan | Executive Summary



FY 1998 research directions for the five PCAs include the following:

HECC R&D focuses on algorithms and software for modeling and simulation needed for computation- and
information-intensive science and engineering applications including the Grand Challenges and the infrastructure
that supports computational science research. In FY 1998 more attention will be given to system software
technologies for high performance systems—especially scalable clusters of shared memory processors. There is also
a new emphasis on research on fundamental computing technologies based on quantum, optical, and biological
phenomena.

In LSN R&D, emphasis is on the Next Generation Internet initiative, as well as research on smart packet networks,
“active networks,” mobile networking and computing, multi-wavelength network management, faster networks,
connectivity, IP/ATM interconnect, class of service, resource contention, and remote sensing applications.

In HCS R&D, agencies focus on the high performance aspects of system reliability, provability, and privacy of
sensitive unclassified data, with emphasis on information security. Additional R&D activities are in computer-based
patient records, electronic commerce, and emergency management. The HCS working group is developing a
strategic implementation plan, planned for completion before the close of this fiscal year.

In HUCS R&D, emphasis is on human-computer interaction techniques, including interactive problem-solving,
software development technology, speech and document understanding, digital library technologies, collaboratories,
virtual reality applications in telemedicine, remote operation of expensive and unique equipment, and technologies
for remote collaboration.

ETHR R&D activities, such as graduate and postdoctoral support for high performance computing research,

distribution of K-12 curriculum products, demonstration of results of mature digital library projects, and training
biomedical scientists to use technology efficiently and effectively.
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2. Introduction

With broad bipartisan support, Congress authorized the High Performance Computing and Communications (HPCC)
Program in the High Performance Computing Act of 1991 (Public Law 102-194), signed on December 9, 1991. The
eight Federal agencies supporting the original Program have grown to twelve. This Plan provides a detailed
description of these agencies' FY 1997 HPCC accomplishments and FY 1998 HPCC plans.

HPCC and computing, information, and communication activities are coordinated by the Subcommittee on
Computing, Information, and Communications (CIC) R&D of the Committee on Technology (CT), one of the five
committees of the National Science and Technology Council (NSTC). In FY 1991, before the start of the formal
Program, the HPCC-related activities by the original eight agetati®ed approximately $489 million—the
Program’s base level. The Program goals justified annual funding levels that were expected to grow to
approximately $1,500 million over five years. While the funding did not grow to that level, the Program has
remained a healthy and vital mechanism for R&D in the enabling technologies required for computing, information,
and communications.

The overall funding profile for the HPCC Program and CIC programs, is as follows:

Fiscal Year Original Change Participating Change
) Eight from Agencies from
(Number of Agencies) Agencies Previous (Dollars in Previous
(Dollars in Year for Millions) Year for
Millions) Original Twelve
Eight Agencies
FY 1991 Base $489.4 $489.4
(Eight agencies)
FY 1992 Actual $ 655 +33.9% $ 655 +33.9%
(Eight agencies)
FY 1993 Actual $ 783 +19.5% $ 795 +21.4%
(Ten agencies)
FY 1994 Actual $ 925 +18.1% $ 938 +18.0%
(Ten agencies, IITA added)
FY 1995 Actual $ 1,019 +10.2% $1,129 +20.4%
(Twelve agencies)
FY 1996 Actual $ 949 —6.9% $ 1,043 -7.6%
(Twelve agencies)
FY 1997 Estimate $ 931 -1.9% $ 1,009 -3.3%
(Twelve agencies)
FY 1998 President’s $ 1,002 +7.6% $1,104 +9.4%
Requesk

(Twelve agencies)

1 The published FY 1998 President's HPCC Budget also includes funding for the Department of Transportation,
which is not a part of the FY 1998 HPCC Program.
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3. Program Overview

Through their goals and objectives, the HPCC Program and the CIC programs provide the focus for the member
agencies' planning, implementation, and management of these activities. Through collaborative coordination, the
participating agencies seek to leverage each other's activities wherever possible and to minimize redundancy in
activities. However, funding for each agency’s HPCC and CIC activities flows directly to the agency, and each
agency has its own mechanisms to select and evaluate projects funded under this Program. Published reports,
workshops, meetings, and continuously updated World Wide Web sites are used to distribute the results of HPCC
and CIC research and to evaluate overall Program progress.

3.1 Goals and Objectives

The HPCC Program goals are to:
Extend U.S. technological leadership in high performance computing and computer communications

Provide wide dissemination and application of these technologies to speed the pace of innovation and improve
national economic competitiveness, national security, education, health care, and the environment

Provide key enabling technologies for the National Information Infrastructure (NII) and demonstrate selected
NIl applications

These goals are consistent with the goals of the CIC R&D programs, and will be realized by focusing the HPCC and
CIC activities within each of the participating Federal agencies and coordinating those activities among the
participants. Throughout the life of the HPCC Program, many key applications in Government, academia, and
industry have required far greater computing capability than was available at the time, and that remains true today.
These applications can be subdivided into Grand Challenges (GC) and National Challenges (NC). The Grand
Challenges are those efforts that focus on computationally intensive problems in science and engineering with broad
economic and scientific impacts, whose solution can be advanced by HPCC techniques and resources. Typical
examples of GC include parallel ocean modeling, computational structural biology, massively parallel atmospheric
modeling, and global climate modeling. National Challenges on the other hand focus on efforts that are
informationally intensive, have broad and direct impact on the Nation's competitiveness, well-being of its citizens,
and that can benefit from the application of the HPCC technologies and resources. Some examples of NC include
digital libraries, electronic commerce, education and life-long learning, and healthcare.

The HPCC and CIC programs will continue to accelerate the development of scalable computing systems that will
have the capability (in terms of computational cycles) and capacity (in terms of memory and communication speed)
to address more of these critical applications. It will also accelerate development of the supporting technologies,
such as file storage systems, computing environments, and network communications required for effective use of
these systems. The Administration's vision for a National Information Infrastructure (NII) makes unprecedented
demands for network connectivity, capacity, database availability, information management, access security, and
ease of use. The HPCC and the CIC programs will continue to work with industry to create key elements of the
technology base needed for a universally accessible NIl and will use this technology to develop and demonstrate
prototype NC-class applications. All of these activities depend on inventing more cost-effective approaches to
developing and maintaining scalable algorithms and software. Progress requires that the Government support the
development of cadre of highly-trained professionals capable of developing and using these advanced computing
systems and networks.

3.2. Definition of Program Component Areas (PCAS)
The HPCC and the CIC programs are organized into five Program Component Areas (PCAs) that cover a broad

spectrum of computing, information, and communications technology R&D supported by the Federal Government.
The PCAs are areas of high priority investments by the Federal agencies that participate in the coordinated R&D
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programs The PCAs are defined, briefly, in the following. More extensive definitions and characteristics are given
in section 4.

High End Computing and Computation (HECC):

HECC R&D is focused on continued U.S. leadership in high performance computing and computation. Investments
concentrate on leading-edge innovations in hardware and software such as storage and data technologies for high-
end computing systems; experimentation with new devices; development of system software technologies; advanced
simulation techniques; and fast, efficient algorithms for simulation and modeling. In addition, HECC research
supports exploration of advanced computing concepts in quantum, biological, and optical computing at both the
hardware and software levels. At the high end, these technologies enable distributed, multidisciplinary computation-
and information-intensive, scientific and engineering applications. Scalable systems allow effective deployment of
these technologies to the workplace, school, and home.

Large Scale Networking (LSN):

LSN R&D will assure U.S. technological leadership in communications through R&D that advances the leading
edge of networking technologies and services. This includes advanced network components and technologies for
engineering and management of large-scale networks, both for scientific and engineering R&D and for other
purposes. Areas of particular focus include: (1) technologies and services that enable wireless, optical, mobile, and
wireline communications; (2) networking software that enables information to be disseminated to individuals,
multicast to select groups, or broadcast to an entire network; (3) software for efficient development and execution of
scalable distributed applications; (4) software components for distributed applications, such as electronic commerce,
digital libraries, and health care; and (5) R&D infrastructure support and testbeds.

High Confidence Systems (HCS):

HCS R&D will provide users with the technologies necessary to achieve high levels of security, protection,
reliability, and restorability of information services. Such systems are resistant to system failure and malicious
penetration or damage and readily adapt or respond to interference. These systems include both physical
components, wired and wireless technologies, the data they contain and transmit, and the software that manipulates
these data. HCS R&D focuses on (1) system reliability (such as management of networks under load, failure, or
intrusion; emergency response; firewalls; secure enclaves; and formal methods), (2) security and privacy (including
personal identification, access control, authentication, encryption and other privacy assurance techniques, public key
infrastructures, and trusted agents for secure distributed computing), and (3) testing and evaluation. Key applications
include national security, law enforcement, life- and safety-critical requirements, personal privacy, and protection of
critical elements of the NII.

Human Centered Systems (HUCS):

HuUCS R&D makes computing systems and communications networks more easily accessible to and usable by a
wide range of user communities. These communities include scientists and engineers, educators and students, the
workforce, and the general public. Technologies enabling such systems include: (1) “knowledge repositories” and
“information agents” for managing, analyzing, and presenting massive amounts of multimedia and multi-source
information; (2) “collaboratories” that provide access to knowledge repositories and that facilitate knowledge
sharing, group authorship, and control of remote instruments; (3) systems that enable multi-modal human system
interactions including speech, touch, and gesture recognition and synthesis; and (4) virtual reality environments and
their application to fields including scientific research, health care, manufacturing, and training.

Education, Training, and Human Resources (ETHR):

The focus of ETHR R&D is on advancing education and training technologies. The goals of this education and
training are to produce (1) researchers and students in high performance computing, communications, information
technologies, and their application, and (2) a citizenry with the skills to compete and prosper fhGeatliy's
information age. ETHR includes curriculum development, fellowships, and scholarships for computational,
computer, and information sciences and engineering. It includes the application of interdisciplinary research to
learning technologies, and R&D in information-based learning tools, lifelong learning, and distance learning for
people in remote locations.
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3.3. HPCC and CIC Management, Planning, and Organization

The HPCC Program and CIC programs are implemented as a partnership among Federal agencies, with strong
involvement by U.S. academia and industry. Program oversight and budgetary review are provided by the
Committee on Technology (CT) through its Subcommittee on CIC R&D. The National Coordination Office for
Computing, Information, and Communications (NCO) provides a central focus for interagency R&D activities.
Preparation of planning, budget, assessment of the documents, development of inter-agency CIC programs, and
coordination of the various activities of the HPCC and CIC agencies are additional NCO activities. The NCO also
provides an interface to Congress, academia, industry, and the public. The NCO Director, who reports to the
Director of the Office of Science and Technology Policy (OSTP), Executive Office of the President, serves as the
Chair of the Subcommittee on CIC R&D.

Organization Chart

WHITE US
HOUSE CEE | CONGRESS
Executive Office of the President President's ﬁ
Office of Science and Technology Policy [ | Information Technology I 1
I Advisory Committee CIC R&D CIC R&D
National Science Legislation I Testimony
T

and Technology Council
I

]
|
|
Committee on Technology I
|
1
|

Subcommittee on
Computing, Information,
and Communications
R&D

Participating Agencies - — -
AHCPR EPA  NOAA National Coordination Office for
DARPA NASA NSA Computing, Information,
DOE NIH NSE and Communications (NCO/CIC)
ED NIST VA
1 1 1 1 I 1
High End Large Scale Networking High Confidence Human Centered Education, Federal Information
Computing and Working Group Systems Working Systems Working Training, and Services and
Computation (LSN) Group Group Human Resources Applications
Working Group including the (HCS) (HuCS) Working Group Council
(HECC) Next Generation Internet Initiative (ETHR) (FISAC)
I I
I T T 1 Digital Libraries + + . 1
High Performance Internet Joint Networking Digital Information Universal
Networking Security Engineering Research (Government FedStats Technology Access
Applications Team Team Team Team L for Crises Team

The CIC R&D Subcommittee meets quarterly to coordinate agency HPCC and CIC programs through information
exchanges, development of interagency programs, and the review of individual agency plans and budgets. The CIC
R&D Subcommittee charters a Working Group for each PCA to coordinate activities in specific areas.

The Federal Information Services and Applications Council (formerly the Applications Council) facilitates
partnerships between Federal R&D and non-R&D communities to promote early application of advanced
computing, information, and communications technologies within the Federal Government, in particular efforts that
involve multiple agencies and disciplines. The FISAC has no budget allocation.
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3.4. Selecting Projects for Funding

The CIC R&D Subcommittee works with the agencies to minimize redundancy, coordinate interagency programs,
and encourage adequate funding. The mechanisms used to evaluate and fund activities differ among the twelve
agencies that support R&D conducted by agency staff and researchers in universities, industry, and national
laboratories. Agencies in general have a program to review and fund competitive, merit-based awards consistent
with the agency’s mission. Calls for proposals for these grants and contracts may be in the form of Broad Area
Announcements (BAAs), Requests for Proposals (RFPs), Cooperative Research and Development Agreements
(CRADASs), Cooperative Agreement Notices (CANSs), etc. These receive wide distribution, including both electronic
means (e.g., electronic bulletin boards and World Wide Web sites on the Internet) and traditional media (e.g.,
Commerce Business Daily). R&D projects are normally subjected to peer review to aid in selection of the highest
quality work and to ensure active participation by the research community.

3.5. Measurement of Progress

The Federal HPCC and CIC programs provide the stimulation and coordination essential to accelerate progress in
R&D in high performance computing, communications, and information technology. Success is measured using
both quantitative metrics, which characterize the capabilities of the technologies in these areas, and qualitative
characteristics, which attempt to capture the impact of using new information technologies in the Federal

Government, academia, industry, and by the general public.

One method for measuring progress is the establishment and subsequent review of yearly milestones described in
the next section. This document reports on milestones for three Fiscal Years. The FY 1996 milestones are those that
were accomplished by the end of that year. The FY 1997 milestones reported herein are the expected
accomplishments for last year, based on Congressional appropriations. FY 1998 milestones describe anticipated
accomplishments, assuming Congressional appropriations at the President's requested level. Achievement of these
milestones depends on specific program activities that take place within the agencies. The successful completion of
these activity-specific milestones across all agencies will meet the HPCC and CIC goals and objectives.

One aspect of HPCC and CIC research is to identify and use effective measures of progress. HPCC and CIC
objectives and agencies’ project activity milestones are the primary measures of progress when success can be
measured quantitatively. When progress cannot be measured quantitatively, qualitative measures are used. Whether
guantitative or qualitative, both HPCC and CIC work with program managers and technical reviewers to assess
progress.

3.6. Reporting Results and Interactions

At the individual project level, investigators present their results in workshops, conferences, and journal publications
and rely on electronic means to share and distribute software tools. At the agency level, periodic reports summarize
the results of HPCC and CIC activities. In addition, HPCC agencies’ Web sites provide direct access to the results of
their research projects. The NCQitp://www.ccic.govandhttp://www.ngi.govMWeb sites are linked to all of the
agency-level sites.

In FY 1997, the CIC R&D Subcommittee and its Working Groups sponsored the following outreach conferences
and workshops:

* “Next Generation Internet Initiative Workshop” (January 1997)

» “Petaflop Algorithms Workshop, PAL 97” (April, 1997)

* “Next Generation Internet Initiative Workshop” (May 1997)

*  “Workshop on R&D Opportunities in Federal Information Services” (May 1997)
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3.7. Program Publications
HPCC and CIC publications for FY 1997, include:

« “Technologies for the 21Century, Supplement to the President’s FY 1998 Budget”

e “Advancing the Frontiers of Information Technology,” Supplement to the President’s FY 1997 Budget

e “Federal HPCC FY 1997 Implementation Plan,” which details HPCC plans and budget crosscut

«  “Computing, Information, and Communications Technologies for thieChtury,” a brochure and a separate
report that is the Supplement to the President’s FY 1998 Budget

» A four-page flier that documents five years of HPCC and CIC accomplishments.

These publications are available in print from the NCO and on-line at the NCO’s Wdilbtgitéyww.ccic.gok
3.8. Assessment and Review

In February 1997, the President established an Advisory Committee on High Performance Computing, and
Communications, Information Technology, and Next Generation Internet consisting of non-Federal members from
the research, education, and library communities; network providers; and industry. The President’'s Information
Technology Advisory Committee (PITAC) advises the Administration on the CIC R&D efforts and its progress. The
Committee members are specially qualified to provide independent assessment, advice, and information on high
performance computing and communications. In addition, representatives from academia, industry, and professional
associations have conferred with and advised the CIC R&D Subcommittee in several public sessions.

3.9. Agency Program Oversight

Individual agencies review programs in detad their management review structures, including official advisory
committees. This section highlights current oversight and review activities and describes existing review
mechanisms within each of the larger agencies.

The Defense Advanced Research Projects Agency (DARP£views its HPCC and CIC efforts at many different

levels to ensure consistent program evaluation in a dynamic R&D environment. Projects produce reports on a
regular basis that are reviewed by program managers. An annual process of updating accomplishments, milestones,
and project plans is tied to the incremental funding process. DARPA staff fulfill their program management
responsibilities through site visits, project meetings, principal investigator meetings, and regular interactions over
the Internet. In addition, DARPA contracting agents work regularly on details with program managers as part of the
contract management process. Office directors and program managers develop plans and milestones that are
approved by senior management during the planning and budget cycle. New programs and ideas are proposed during
this process. In conjunction with yearly funding decisions by DARPA and the Department of Defense (DoD), senior
DARPA technical management critically review program areas, plans, and accomplishments. Guidance is provided
to reflect programmatic, technical, and funding directions. At the DoD level, programs are described through a
formal process that requires agency, DARPA Comptroller, DoD Comptroller, senior DARPA management, and
senior DoD approvals. Once approved, these descriptions become part of the Defense budget submitted to Congress
for approval. In addition to other internal Federal reviews, there are Congressional briefings, agency crosscuts,
technical working groups, DoD advisory panels, and several National Academy of Science studies that contribute to
the planning process.

The National Science Foundation (NSFjlefines its HPCC and CIC projects so as to reach its long-term objectives
and reviews its projects in that context. The Foundation sets long-term goals in consultation with committees such as
the National Science Board, panels and committees commissioned to study and recommend program activities, and
external advisory committees. Consistent with long-term goals, the NSF HPCC and CIC programs develop specific
goals and objectives for each of the activities within the programs. The program uses several means to help it define
specific objectives, implementation mechanisms, and evaluation measures and actually to perform evaluations:
external peer review (mail reviews, panel reviews, and site visits), workshops for developing research agendas,
committees of visitors, technical oversight teams, ongoing site visits by program staff and outside experts, program
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officer review of final project reports, and the bodies of opinion held by the community of researchers themselves as
captured in publications and their review.

The Department of Energy (DOE)HPCC and CIC programs focus is on basic mathematics and computational
research and on developing and delivering technology for use by other scientists and engineers in DOE and
associated U.S. universities and industry. Performance evaluation is an integral part of these programs. Because of
this focus, external review by prospective users of the technology is a critical component of measuring performance.
In previous years this has been most explicitly present in the use of committees of users such as the ESnet (Energy
Sciences network) Steering Committee and the ER (Energy Research) Supercomputer Users Group to evaluate the
effectiveness of the access and networking programs. Many of the education programs established under the DOE
HPCC and CIC programs have built-in evaluation procedures. In software technology, employing prospective users
of technologies as reviewers has ensured that the technology developed is that required by users. DOE further
formalized these procedures to include program-wide reviews of the basic technology components of the program
by significant prospective users of those technologies. These include reviews of effectiveness in all categories as
well as of progress in reaching specific numerical targets. Also included from the Office of Defense Programs (DP)
is the Advanced Strategic Alliances Program from the Accelerated Strategic Computing Initiative (ASCI).

The National Aeronautics and Space Administration (NASA)evaluates HPCC and CIC programs at several
levels. At the agency level, the NASA Advisory Council has established the Ad Hoc Task Force on
Supercomputing, which completed a review and report on the NASA HPCC program. NASA expects to charter
other such bodies permanently under the Aeronautics Advisory Committee to advise the NASA HPCC program.
Within the program, annual comprehensive reviews are conducted for each of the projects. In addition to appropriate
NASA personnel, representatives from other Federal agencies, academia, and industry may be invited to participate.
Annual independent reviews of program progress and plans are also conducted with the participation of the NASA
HPCC Executive Committee. In addition, the program managers, the Associate Administrator of Aeronautics, and
the Director of NASA's Ames Research Center conducts quarterly reviews of the NASA HPCC program. As new
research is funded under the HPCC projects, the proposals undergo a peer review to ascertain the applicability of the
research to NASA's needs, the innovativeness of the research, the quality of the science, and the adequacy of the
requested funding.

The National Institutes of Health (NIH) HPCC and CIC program goals are enhancements of existing NIH program
missions to support biomedical science and expand biomedical knowledge. Program objectives are developed by
Institute Directors, advisory bodies, and senior program staff, and are peer reviewed for determination of merit.
Each of the participating NIH components has one or more standing external advisory committees that review new
and existing programs. These include the National Library of Medicine (NLM) Board of Regents, NLM Board of
Scientific Counselors, National Center for Research Resources (NCRR) Advisory Council, NCRR Biomedical
Research Technology Review Committee, the National Cancer Advisory Board, the National Cancer Institute (NCI)
Division of Cancer Biology and Diagnosis Board of Scientific Counselors, and the Center for Information
Technology (CIT) Advisory Council. The final decision regarding individual HPCC and CIC programs within each

of the participating Institutes rests with the Director of that Institute. Within each of the participating NIH Institutes,
mechanisms exist to ensure objective evaluation of progress and results and identification of possible new activities.

The National Security Agency (NSA)reviews its HPCC support efforts on a yearly basis in several separate
reviews. A steering group composed of senior managers from the technical components provides high level
guidance prior to the formal budget process. The steering group receives individual project assessments from the
project managers and determines whether any major shifts or changes are needed. Senior management has the
flexibility to sponsor HPCC efforts in several budget reviews. Individual projects are proposed and budgeted within
the technical components and are constantly evaluated by the project managers. Monthly status reports are evaluated
and meetings held with the project staff to ensure that the correct focus is maintained. During the budget review
cycle, the projects are evaluated and terminated or retained based on their performance, importance relative to other
initiatives, and priority based on the steering group guidance. New projects can be proposed by the technical
components each year during the NSA Technology Program review process.
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The National Institute of Standards and Technology (NIST)has the National Academy of Science review
annually all the programs and activities of each operating unit, as part of its normal operation. Assessment includes
relevance to Institute goals and missions, performance measures, and achievements. Programs and activities that are
a part of the Federal HPCC and CIC programs are subject to review and comments of an external panel of experts
from academia and industry. Such panels report in writing to the Director of NIST, the Administration, and
Congress. Selection of individual projects and subsequent progress reviews are conducted by program managers.
The activities are further reviewed by an inter-operating unit panel composed of senior managers for relevance to
agency mission, the HPCC and the CIC programs, and for continued acceptable performance.

The National Oceanic and Atmospheric Administration (NOAA)HPCC and CIC programs support and enhance
NOAA programs in environmental prediction and stewardship. Comprehensive NOAA science reviews of these
programs are held periodically. Quarterly reviews of HPCC and CIC progress are conducted as an integral part of
NOAA-wide quarterly reviews by the Administrator and other NOAA senior line and program managers. Overall
HPCC and CIC goals and plans are reviewed annually as part of the NOAA strategic planning process.

The Environmental Protection Agency (EPA)HPCC and CIC programs are focused on incorporating advances in
computing and communications technology into critical environmental assessment applications and transferring
those advanced tools to key state, Federal, and industrial users. EPA senior management officials review the EPA
HPCC and CIC programs annually to assess their relevance to the agency mission and program achievements.
Agency guidelines require an external peer review of the EPA HPCC and CIC programs every two years. The
external review panel is composed of representatives from other Federal agencies, academia, and industry. Within
the program, each major project is reviewed at least twice a year to evaluate progress toward the program objectives.

3.10. HPCC and CIC Planning Beyond FY 1998

The CIC R&D Subcommittee will continue to seek input and comment from academia, industry, other segments of
the Government, and the public through a wide range of interchanges. A variety of workshops with technical experts
and potential users of HPCC and CIC technologies will assess options and benefits that derive from continued
efforts to stimulate computing and communications technologies. In FY 1997, the workshops listed in Section 3.6
were part of that process. As an additional part of this process, the Subcommittee and the NCO will actively seek
comments on Implementation Plans such as this.

Computing, communications, and information technologies continue to be strategic etedhimglogies for

national security, the economy, education, and healthcare. The HPCC and CIC programs provide additional
stimulation to accelerate progress in developing these technologies and in benefiting from their use. Through broad
debate both within and outside the Federal government, the CIC R&D Subcommittee continues to develop and
refine its long-term R&D plan as well as detailed implementation proposals that evolve naturally into a budget
planning process.

4, HPCC and CIC FY 1998 Budget Overview by PCAs

This section presents an HPCC and CIC overview by agency by year by PCA. The presentation begins with the
proposed agency-level funding on which the planned activities are based. The following summary information is
presented for each PCA:

» Description of the types of activities included

e  Status report describing changes from FY 1997 and their potential effects

» List of milestones expected to be accomplished in FY 1998

e Table of the agency activities supporting the area

4.1. Budget Planning Assumptions by PCA

Table 1 summarizes the HPCC and CIC financial planning information prepared by each agency for this
Implementation Plan. The “FY 1996 Actual” column refers to the actual funds appropriated for that year. The “FY
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1997 Pres.” and “FY 1998 Pres.” columns refer to the funds requested by the President in his budget request to
Congress for those two years. The “FY 1997 Est.” column estimates the funds each agency has been authorized to
spend on HPCC and CIC as a result of Congressional appropriations. The last five columns break down the FY 1998
Presidential Request into the planned spending levels for each of the five PCAs. These breakdowns are subjective,
since an activity may span several PCAs.

Table 1A provides a comparison by PCA of funding in FY 1997 and FY 1998. Both tables are obtained from a
database that the NCO updates as new information is obtained from the agencies about Congressional action, agency
funding redirections, etc.

Tables 2-6 include comparisons for each PCA of activities in FY 1996, 1997, and 1998.

In Appendix A, the FY 1996 milestones identify actual accomplishments, and the FY 1997 milestones assume the

FY 1997 estimated funding level for each agency. The FY 1998 milestones assume the FY 1998 Presidential
Request funding level in each agency. All discussions of program status also assume these budget numbers.
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4.2. High End Computing and Computation (HECC)
4.2.1. HECC Definition

HECC R&D provides the foundation for U.S. leadership in computing through investments in hardware and
software innovations; in algorithms for physical, chemical, and biological modeling and simulation of these
processes in complex systems; and in information-intensive science and engineering applications. HECC research
also explores advanced concepts in quantum, biological, and optical computing.

HECC R&D investments are made in four key science and technology areas:

1. System software technology focuses on improving the usability and effectiveness of teraflops-scale systems
across a wide range of Government, industry, and academic applications.

2. Leading-edge research for future generations computing focuses on research and technology necessary for
petaflops-scale computation and exabyte-level mass storage.

3. Incorporation of technology into agency applications focuses on first use of HECC technologies in agency
applications, the practice of high performance computational science, and the required underlying algorithms.

4. |Infrastructure for research in HECC focuses on computational facilities dedicated to research, large scale test
systems, and high performance networks to maintain a state-of-the-art infrastructure for HECC R&D.

Investments in all four R&D areas will enable development of the distributed, computation-intensive applications
required to meet future scientific, engineering, economic competitiveness, and national security needs.

HECC Goals

The medium range technology development (three to five years) goals are to achieve major improvements in the
usability and effectiveness of teraflops-scale systems across a wide range of applications. Longer range goals (more
than five years) include the understanding of the device technology, algorithms, and software required for petaflops-
level computation and exabyte-level mass storage.

1. System Software Technology

This thrust includes fostering the development of parallel software tools for operating systems, program
development environments, and performance monitoring that can be used on a variety of distributed, scalable
systems. These tools and system software will improve scalability, throughput, speed, portability, and
programmability. A key activity is support for parallel systems software, such as innovative languages and their
compilers, debuggers, performance monitors, scalable operating systems and input/output (I/O), program
development environments, scientific visualization, and data management. Large-scale data management requires
the development of technology for a new storage hierarchy, from exabyte tape robots to large, fast, on-chip
memories.

2. Leading-edge Research for Future Generations Computing

HECC will support research and technology necessary for petaflops-level (i.e., a thousand-fold increase over today’s
capability) computation and exabyte-level mass storage through innovative technologies on architecture, hardware,
and software components. The thrust will focus on innovative technologies, including software, device components,
models of computation, and laboratory demonstration of prototypes. Research based on the shared-memory
programming model must create techniques to overcome memory latency through multi-threading, better caching
algorithms, or other means. The research will also focus on portable software technologies that scale the symmetric
multiprocessor systems currently available (with several to hundreds of processors) to systems with very large
numbers (tens of thousands) of processors. Concepts in the research stage include logic circuits based on
semiconducting and other new materials such as low and high temperature superconductors, and on quantum
mechanical devices such as rapid single-flux quantum (RSFQ) devices, used for logic circuits and memories.
Research is carried out on the algorithmic, architectural, and technological foundations for amorphous computing
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with programmable materials. Other promising concepts are on- and off-chip interconnections based on guided
optics that employ wavelength division multiplexing (WDM), and massive holographic optical memory devices for
mass storage concepts. Basic research must continue on innovative logic devices, based on nanotechnology and
biological materials, that may exploit the information contained in large molecules such as deoxyribonucleic acid
(DNA).

3. Incorporation of HECC Technologies into Agency Applications

This thrust involves incorporating HECC technologies into agency applications. Researchers must develop the
practice of high performance computational science techniques and the use of underlying algorithms to ensure that
key applications will run at full potential.

Many agencies support scientific mission-driven applications projects requiring large scale computation-intensive or
data-intensive operations. These projects span the spectrum of scientific problems, with spatial and temporal scales
from cosmology to global climate modeling to short range weather prediction to protein folding to quantum
chromodynamics. R&D is needed to make advances in fast, efficient algorithms for computational sciences
addressing emerging computational challenges, including very large sparse matrix-based problems, searching,
sorting, and pattern matching. Research on algorithms with large amounts of concurrency, fault tolerance, and
latency hiding is crucial to the use of high end computational systems of the future.

4. Infrastructure for Research

The goal of this thrust is to realize the full potential of research computational facilities, large scale test systems, and
high performance networks by designing and coordinating the implementation and maintenance of a state-of-the-art
infrastructure for HECC R&D. This will help to ensure a balanced infrastructure, including what is available
through HPCC-supported centers, that has maximum computational strength and network bandwidth upon which
large scale computation-intensive problems depend.

4.2.2. HECC Status

Proposed FY 1998 funds to support HECC activities total approximately $462 million. This is an increase of 3.6
percent over the FY 1997 estimated budget of $446 million.

NSF initiated the Partnerships for Advanced Computational Infrastructure (PACI) to provide access to high
performance computing for the academic research community at a performance level of two orders of magnitude
greater than that available today at a typical major research university. NSF will continue to support broad academic
research in computing systems. This includes “Knowledge Networking,” an initiative focused on the next generation
of interconnected networks and associated database and collaborative technologies. It also supports interdisciplinary
research in computer and information science and engineering focused on problems requiring scientific advances
across multiple computational science and engineering topics.

DOE will support the development of large applications software that can be executed in environments ranging from
networks of workstations to the highest performance massively parallel processors available, based on strategies
evaluated in FY 1997. DOE plans to introduce advanced tools for parallel program diagnosis and tuning in
production versions. The DOE 2000 Program focuses on developing solutions for DOE's increasingly complex
scientific problems. A primary thrust is the Advanced Computational Testing and Simulation (ACTS) Toolkit,
which will provide an integrated set of algorithms, software tools, and environments to accelerate the adoption and
use of advanced computing by DOE programs for mission-critical problems. The Scientific Template Library
project, along with DOE laboratories and university developers, has initiated research in this area. The Toolkit will
be used by scientists working on DOE Grand Challenge Projects. DOE will begin developing ACTS-enabled
applications in compressible fluid dynamics, combustion, environmental chemistry, and materials sciences. (This
effort is coordinated with DOE Defense Programs development of ACTS-enabled applications in weapons
hydrodynamics and materials characterization and aging.) DOE will support the self-sustaining operation of
mission-related scientific applications programs combining massively parallel, advanced vector, and symmetric
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multiprocessor computers. This will require integrating supercomputer file systems using the High Performance
Storage System. The program will also support the training of DOE users in software development using new tools
for efficient use of the new HPC architectures and in procedures for effectively using mass storage and other
National Energy Research Scientific Computing center (NERSC) technologies.

In DARPA, the Scalable Systems and Software component has been reorganized into three subcomponents: Scalable
Computing, which addresses very high performance systems; UltraScale Computing, which examines new
breakthrough models and mechanisms; and Quorum, which focuses on high-performance, distributed computing. In
FY 1998, DARPA plans to demonstrate highly efficient parallel nodes, auto-parallelization performance of file /O
from the Scalable /O Consortium, the first node-level performance of ultra-low-power systems, performance of new
backplane networks supporting security, and hardware-accelerated distributed shared-memory performance on
workstation clusters. DARPA will support the design and modeling of a quantum-to-silicon hardware and software
interface, including development of a language for expressing amorphous algorithmic compubstiRR#

projects will develop tools and mechanisms to build bioelectronic systems, develop formal complex system design
semantics for common intermediate format and extend arithmetic verification of complex system design to floating
point. DARPA plans to complete architecture designs using configurable component technology for low-power,
hybrid, reduced overhead prototypes and develop a high-level language to demonstrate an adaptive template-
matching software prototype showing auto runtime remapping. DARPA’s system environment effort will
demonstrate an order of magnitude reduction in design time with experimental scalable applications, experimental
scalable application versions of new iterative solvers for radar cross-section modeling, and languages and runtime
services supporting parallel applications such as Advanced Distributed Simulation, and HPC++ languages and
runtime services supporting both task and data parallelism.

NASA will support long-term HECC projects in high performance computing systems research and high
performance systems software and technologies, in coordination with DARPA, NSF, and DOE. NASA'’s Earth and
Space Sciences (ESS) scalable testbed will achieve 50 gigaFLOPS sustained on ESS investigator codes. In support
of this effort, NASA will develop pre-competitive prototype systems software that provides high availability and
portability demonstrated in a large-scale production environment with the objective of eventual commercial
availability. NASA’'s Computational AeroSciences (CAS) 100-250 gigaFLOPS sustained scalable testbed will
achieve 100 gigaFLOPS sustained on CAS investigator codes.

NIH organizations NLM, NCRR, DCRT, NCI, and National Institute of General Medical Sciences (NIGMS) will
refine new methods developed faly initio structure prediction for use in the pharmaceutical industry. NIH/NCRR

will further improve computational technologies for larger simulations of protein, DNA, and membrane complexes

in water environments. The Institutes will enhance methods to access and use parallel computing systems for
biochemistry, molecular biology, and cellular biology applications. These approaches will emphasize use of Web
browsers to access supercomputers, large databases, and other resources. Such access enables complex receptor site
simulations for drug design. NIH organizations will integrate 3-D graphics software with other software tools, such
as tools for magnetic resonance spectroscopy data analysis and molecular structure determination, to provide new
structure-based drug design capabilities. NCRR will further improve methods for predicting protein-drug binding
energies, and support new investigator-initiated research to further develop high performance computing methods
and technologies for biomedical applications. NCI provides state of the art capabilities in a fully integrated high
performance computing centexill evaluate new scalable parallel architectures for biomedical applications, and

will continue to apply high performance parallel computing and communication methods to biomedical applications.

NSA will flight test MARQUISE (the embedded High Performance Computer) on Air Force and Navy aircraft. The
agency will continue research on a miniaturized spray cooled embedded diamond power supply and on embedded
scalable nodes (follow-on architecture to MARQUISE) for mission scenarios. NSA will continue joint
NSA/University of Maryland research on microelectronics applied to high speed computing, including very high
speed (many Gb/s) optoelectronic devices and systems using 1.5 middh interconnect technology. The
program supports research on new electronic (Si) structures for future very high speed, high density very large scale
integration (VLSI) with feature sizes well below 0.1 micron and supports research in silicon surface science.
Research also includes synthetic diamond packaging technology, all-optical switching, and optoelectronic integrated
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circuit (IC) packaging technology. Expected FY 1998 accomplishments include point-of-use power conversion (for
power reduction), area array I/O design studies for low power implementations of high performance multichip
module (MCM), and studying and prototyping very high level programmable accelerator plug-ins for standard
architectures. FY 1998 efforts will continue research in quantum computing in association with NIST, DOE
laboratories, and other research agencies.

NIST will evolve mathematical software repositories into problem-solving environments, complete object-oriented
libraries for basic linear algebra and related capabilities, and demonstrate capabilities on distributed systems.

NOAA plans to continue algorithm development on a scalable system to achieve 5 to 10 km resolution in mesoscale
atmospheric models. The agency will explore the design of next-generation environmental observing systems using
HECC to test data assimilation needs for optimizing future forecast systems and will develop software tools to
facilitate converting software from traditional shared-memory machines to scalable systems. NOAA will continue
and enhance scientific experiments running on high performance computing systems at NOAA/Geophysical Fluid
Dynamics Laboratory (GFDL), and evaluate performance of the Eta model at various grid resolutions and assess its
potential for operational forecast purposes.

EPA will award grants for research on object oriented numerical methods for environmental models and on parallel
algorithms for linear and non-linear optimization processes to support pollution control strategy optimization and
risk assessment.

4.2.3. HECC FY 1998 Expected Milestones
The following are some of the individual agency FY 1998 HECC milestones from Appendix A.

« Demonstrate 256-component addressed array of molecular computational mechanisms and a computational
paradigm mechanism in an engineered living cell, and evaluate surface patterning mechanisms for culturing
neural components on silicon.

« Demonstrate order of magnitude improvement in operating systems/network interface of translucent system and
local area network (LAN)-based quality-of-service performance assurance for Quorum Prototype No. 1.

« Demonstrate scalability beyond 128 nodes of parallel design environment, scalable, parallel-processing, and
symbolic simulation linked with hardware emulation for complex system design.

« Demonstrate order of magnitude reduction in design time with experimental scalable application versions of
new iterative solvers for radar cross-section modeling, languages, and runtime services supporting parallel
applications such as advanced distributed simulation, and HPC++ languages, and runtime services supporting
both task and data parallelism.

e Demonstrate symbolic simulation linked with hardware emulation for complex design technology.

e Complete the experimental evaluation of design technology for high performance computational prototyping of
systems, supporting both task and data parallelism for scalable software library technology.

« Demonstrate a computational model using UltraScale computing techniques.

« Demonstrate integrating testbed architecture incorporating advanced distributed simulation, advanced
distributed collaboration, advanced communications and control, and advanced human computer interfaces.

« Demonstrate initial capabilities of intelligent information services architecture with multiple mechanisms for
describing resource capabilities and with a uniform interface to hybrid search methods for resource retrieval.

« Demonstrate portable scalable programming and runtime environment for Grand Challenge applications on a
teraFLOPS scalable system.

e Demonstrate interim progress towards FY 1999 goal to demonstrate 200-fold improvements over FY 1992
baseline in time to solution for Grand Challenge applications on teraFLOPS testbeds

» Demonstrate the utility of new protein potential functions to provide the accuracy required for applications in
the biotechnology industry, such as synthesizing models of protein receptors for structure-based drug design.

» Complete and distribute algorithms and associated software to (1) predict the folded structure of proteins, (2)
select from the small molecule database inhibitors for therapeutically important enzymes and receptors, and (3)
determine the structure of biological macromolecules containing up to 1,600 atoms by direct methods.
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« Demonstrate the impact of advanced packaging techniques to greatly decrease the size and weight (by up to a
factor of four) of a commercial high performance computer.

» Design, model, and assess quantum-to-Si hardware and software interface and a language for expressing
amorphous algorithmic computations.

e Create a prototype for a powerful, mobile, front-end processor that supports high capacity 1/0, high
performance computing, high utilization of peak processor performance (50 to 80 percent), and is
programmable in a high level language such as C or C++.

» Develop a multi-gigabit per second crossbar switch for supercomputer and data transfer applications. This work
is to demonstrate a 128x128 crossbar switch with 2.5 Gb/s per port data rate and a latency less than 10 ns. The
device technology is cryogenic superconductive digital circuits. The final system components will be selected
and assembly begun during FY 1997 and continue through FY 1998 for an FY 1999 delivery of:

e An operational 128 X 128 superconductive crosshar switch

e A 100 Gb/s serial to parallel device with clock recovery

e Two types of 16 Kb subnanosecond access-time memory chips—one room temperature and one
superconductive.
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Table 2: Summary of HECC FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
High End Computing and Computation Pres. Req.| Est. Est.
(BA $M) (BA $M) (BA $M)
DARPA TOTAL 84.80 72.68 77.96
Scalable Systems and Software 35.20 26.90 32.63
Microsystems 15.90 14.29 16.25
System Environments 12.70 15.50 18.28
Defense Technology Integration and Infrastructure 8.20
Embeddable Systems 15.00 11.90
Information Sciences 6.00 4.09 2.60
NSF TOTAL [132.90( 129.17( 140.32
Supercomputer Centers 53.17 57.73 69.36
Computing Systems 51.02 45.95
Applications 28.71 25.49
Research Centers 6.30
Research Infrastructure 8.64
Grand Challenge Applications Groups 7.32
Computing Systems and Components 17.20
Software Systems and Algorithms 26.66
Engineering (non-NC/GC) 1.65
Geosciences (non-NC/GC) 3.19
DOE TOTAL 90.80 86.00 84.49
Advanced Computational Testing and Simulation Research 33.74 33.00 31.81
Grand Challenge Applications 9.00 8.00 10.00
DOE2000 ACTS 5.00 2.50
National Energy Research Scientific Computing Center 26.50 26.50 30.30
High Performance Computing Resource Providers 16.56 16.00 12.39
NASA TOTAL 90.10 88.00 75.55
Testbeds 24.50 13.70 12.91
Grand Challenge Support 48.60 48.10 52.62
Systems Software 17.00 14.20 10.02
Information Infrastructure Technology & Applications 12.00
NIH TOTAL 23.74 23.40 22.40
NCRR Biomolecular Computing 6.30 6.30 5.80
NCRR Software Tools for Receptor-Based Drug Design 2.20 2.20 2.20
NCRR Modeling/Simulation 4.50 4.50 4.50
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Table 2: Summary of HECC FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
High End Computing and Computation Pres. Req.| Est. Est.
(BA $M) (BA $M) (BA $M)
DCRT High Performance Biomedical Computing Program 6.12 6.10 6.10
NCI Frederick Biomedical Supercomputing Center 3.91 3.60 3.60
NCI High Speed Networking and Distributed Conferencing 0.20 0.20 0.20
NIGMS HPCC Extramural Activities 0.51 0.50
NSA TOTAL 26.42 30.43 29.48
Supercomputing Research 24.20 27.93 27.48
Superconducting Research 2.22 2.50 2.00
NIST TOTAL 3.99 3.99 3.59
Information Technology Metrology, Testing, and Applications 3.99 3.99
Development and Dissemination of Scientific Software for HPCS 2.37
Infrastructure for Information Technology 1.22
VA TOTAL 1.00 3.00
VA Hybrid Open Systems Technology (VA HOST) 1.00 3.00
NOAA TOTAL 4.30 4.30 3.30
Advanced Computation 4.30 4.30 3.30
EPA TOTAL 5.38 5.58 8.70
Environmental Modeling 3.25 3.45 5.53
Computational Techniques 2.13 2.13 3.17
HECC FY 1998 Total 462.43| 444.55| 448.79
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4.3. Large Scale Networking (LSN)
4.3.1. LSN Definition

LSN R&D will assure U.S. technological leadership in communications through R&D that advances the leading
edge of networking technologies, services, and performance. This includes advanced network components and
technologies for engineering and management of large scale networks for scientific and engineering R&D and for
other purposes. Areas of particular focus include:

e Technologies and services that enable wireless, optical, mobile, and wireline communications

* Networking software that enables information to be disseminated to individuals, multicast to select groups, or
broadcast to an entire network

» Software for efficient development and execution of scalable distributed applications

« Software components for distributed applications, such as electronic commerce, digital libraries, and health care

e Infrastructure support and testbeds

This advanced networking R&D agenda will lead to new and more capable solutions to support Federal agency
missions and will provide the foundation as well as the economic benefits for the continued evolution of the
National Information Infrastructure.

The research and education communities need access to high performance data networks in order to carry out
projects and educate the citizenry. To support these needs and provide leading edge network infrastructure for
computational research activities, advanced Federal networks connect researchers and educators to computational
and information resources and to scientific facilities. In addition, these networks support advanced networking
research activities such as gigabit testbeds, optical fiber networks, adaptive networks, and packetized video and
voice.

The Next Generation Internet (NGI) initiative will be the dominant focus of LSN R&D beginning in FY 1998. This
initiative is possible only because of the very strong agency programs that are currently underway. Some effects are
already evident as agencies shift their focus to better accomplish the goals laid out for the initiative.

The NGI initiative, together with R&D programs from academia and industry and investments by Federal agency
information technology and R&D programs, will create a foundation for these more powerful and versatile networks
of the 2F Century. It will foster partnerships among academia, industry, and Government that will keep the U.S. at
the cutting edge of information and communications technologies. It will accelerate the introduction of new

networking services for our homes, schools, and businesses.

As a first goal, the initiative will develop and test new network services and technologies. These will include
advances such as transaction security, ease-of-use, quality of service, and tools for network monitoring,
management, and accounting. Many of these new network services and technologies already exist as individual
components, but substantial system integration and testing at sufficient scale will be required for them to provide
seamless support for advanced applications.

As a second goal, the initiative will develop prototype high performance network testbeds to provide system-scale
testing of advanced network technologies and services and to support testing of advanced applications that enable
new paradigms. These testbeds will emphasize end-to-end performance to the user. Therefore, significant upgrades
of local infrastructure within participating sites will be needed as well as high-performance links among sites; the
NGI initiative supports individual universities and works with the university-based Internet 2 project to upgrade the
academic networking infrastructure. Advanced technologies and services will be key to the success of these testbeds
and their overall utility in delivering applications.

The most important part of a network is what people do with it—their applications, which require adequate network

infrastructure and services. The NGI initiative will conduct research that spans all three areas: (1) services, (2)
infrastructure, and (3) applications. The NGI initiative will enable advanced education, environmental, health, and
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science applications. These applications will be selected from the missions of the participating agencies and other
Government organizations and will be carried out in partnerships with the initiative and other programs. The role of
applications in the initiative will be to demonstrate the value of advanced networking and to test advanced
networking technologies and services.

4.3.2. LSN Status

Proposed FY 1998 funds to support LSN activities total approximately $288 million. This includes approximately
$85 million for the Next Generation Internet in the budgets of DoD/DARPA, NSF, NASA, NIST, and NIH/NLM.
This is an increase of 13.8 percent over the FY 1997 estimated budget of $253 million.

To achieve the goals of the NGI initiative, Federal agencies will construct high performance collaborative testbeds
in partnership with the telecommunications industry, Internet service providers, and major Federal research
organizations. Such networks will be built on the foundation of existing Federal networks including NSF’s very high
performance backbone network services (VBNS) DOE’s ESnet, the DARPA-led Advance Technology
Demonstration network (ATDnet), and NASA’s Research and Education Network (NREN). Building on these
networks, universities, Federal research organizations, and industry will conduct research and develop the advanced
services, protocols, and functionality necessary to support next generation applications. These activities will create
an open technology transfer environment, continuing a strategy that determined much of the success of the original
Internet.

The initiative is planned to last five years. The Administration has made an initial three-year $300 million funding
commitment of $100 million per year, and will seek bipartisan Congressional support in its budget submissions.
Built on the base of current Federally-funded R&D, the initiative will also call on substantial matching funds from
private sector partners, as well as seek commitments from major applications developers.

The U. S. Congress appropriated no funds for DOE participation in the NGl initiatives for FY 1998.

DARPA plans to complete and release a specification language for network engineering elements and management
systems. In high performance networking, they will demonstrate enhanced Asynchronous Transfer Mode (ATM)-
switching and demonstrate scalability in a defense application. In active networks, DARPA plans to implement a
prototype of Enhanced Networking Services using composable modules. DARPA will continue analysis and report
on economics of multi-wavelength network architecture and technology for local area optical networks.

NSF will increase support for experimental activities demonstrating high performance networking applications and
support experimental projects that integrate research and education through the use of high speed networking. NSF
will continue to support a broad academic research program in networking, communications, and the convergence of
computing and communications. NSF will support Knowledge Networking, an initiative focused on the next
generation of interconnected networks and associated database and collaborative technologies. NSF and DOE, for
example, are working together to ensure that their high performance networks, vBNS and Esnet respectively, can
work together seamlessly.

DOE will expand its native ATM-connected sites to enable effective remote experimentation and simulation
applications. DOE will further develop high speed advanced interagency and internetwork peering and
interconnection points, continue the development and deployment of network traffic analysis and measurement
tools, and pursue evolving protocols and tools that address congestion caused by Web traffic (e.g., reliable
multicast). DOE will adopt applications, via libraries and Application Programming Interfaces (APIs), to use Quality
of Service (QoS) and to better use network management capabilities. DOE will enhance Internet Protocol (IP) and
ATM network management capabilities, and provide multimodal support of production and network research traffic
on the same infrastructure.

NASA will establish NGI exchange facilities designed to connect university-based Grand Challenge principal
investigators to NASA high performance resources.
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NSA will continue its very high speed networking R&D by applying the latest technologies to inter-agency testbeds
that can be migrated to deployment. Enabling technologies such as materials and photonics research are being
studied for new capabilities to speed processing power and enhance sensitivity. In FY 1998, NSA expects to have in
place all the parts necessary for a truly Gb/s Internet, capable of supporting multiple individual data streams, each at
2.4 Gb/s, over ATM and IP. Installation of all-optical networks will begin. The Washington, DC, area ATDnet will

act as a public network capable of interconnection with an all-optical (crossbar) network, acting as a DoD private
network, as well as use individual wavelengths for support of "legacy” ATM networks.

NIH will fund approximately 50 grants to connect U.S. health care institutions to the IntErpeinsion of the
Internet and the availability of higher-bandwidth connections will lead to significantly greater user load for text
retrieval, sequence analysis, and 3-D structure comparisons. To accommodate computing demands, NIH will
architect clusters of low-cost compute servers for parallelizing repetitive database searches. Additional demand will
result from expansion of scientific literature database (PubMed project) with increased linkage between the literature
and experimental databases. NLM will continue to develop and deploy new capabilities for automatic source
selection and for retrieving and sorting information from multiple databases both within Internet Grateful Med and
the Unified Medical Language Systems (UMLS) Information Sources Map and by replacing its retrieval engine.
R&D for computer-based patient records and public health applications of the NIl will receive special emphasis.
DCRT will continue to develop ATM network, multimedia workstation, and parallel computing technologies for
medical imaging and scientific visualization

NIST will integrate a network performance evaluation chip with the Pardyn system (joint with the University of
Maryland) and install it on NIST's ATM heterogeneous distributed testbed. NIST will provide remote Internet
access to both the IPv6 interoperability testbed and the Integrated Services Packet Switched Network testbed. NIST
plans to develop tests and test tools that promote interoperability. NIST will develop interface protocols enabling
integration of Web-based scientific and engineering reference data with manufacturing applications and processes.

NOAA will exploit Web software technologies for advanced dissemination and visualization of NOAA
environmental information. NOAA will implement an integrated view of environmental data across NOAA Web
servers. NOAA will explore the use of advanced communications technologies such as ATM for environmental data
dissemination. NOAA will explore strategies to make use of the Internet more robust, and test and evaluate
collaborative desktop technologies.

The Department of Veteran's Affair's (VA) plans to expand testing of its nationwide authentication, authorization
and encryption services to allow secure transmission of medical data across unsecured telecommunication links such
as the Internet, public networks, and phone systems. VA will expand its Intranet initiative. VA will evaluate the
needs for increased bandwidth for three gateways between VA wide area network (WAN) and the Internet.

4.3.3. LSN 1998 Expected Milestones
The following are some of the individual agency LSN milestones from Appendix A.

» Complete composite protocol prototype implementation of execution environment and of a fast compiler for
SmartPacket Methods.

» Initiate operation of wide area Active Network on composite prototype platforms.

» Demonstrate the prototype System of Systems: Phase 1.

» Develop prototype information transformer application and evaluate the mediated link information transformer
on a LAN/WAN.

» Demonstrate the semantic component of a mediated link information transformer on a LAN/WAN/Mobile.

» Demonstrate application support services for adapting mobile application support to changing infrastructure
resources; and robust mobile networking based on packet radio algorithms.

» Demonstrate multi-wavelength network management and control in local area testbeds.

» Demonstrate 40 billion bits per second cross-connect switching and 32 channel transceiver chip.
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« Demonstrate integration of digital library technologies with remote sensing demonstrations.

« Demonstrate completed Remote Sensing Database Applications over the Internet.

« Demonstrate 100 times increased capability to access NASA high performance resources by its Grand
Challenge community.

e Connect two to four DOE labs at 155 Mbps via the ESnet.

e Connect at least two DOE sites to the Gigabit/Terabit DARPA-led testbeds.

« Develop high-speed gigabit end-system interfaces and test equipment.

» Deploy class of service support.

e Demonstrate bandwidth-adaptive multimedia node for mobile computing.

« Demonstrate transparent application relocation within a mobile environment.

e Initiate the development of secure resource contention admission control mechanisms.
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Table 3: Summary of LSN FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
Large Scale Networking Pres. Req.| Est. Est.
(BA $M) (BA $M) (BA $M)
DARPA TOTAL 89.23 [ 106.36| 96.04
Networking Systems 32.00 24.30 28.72
Defense Technology Integration and Infrastructure 10.70 35.10 24.19
Global Mobile Infosystems 16.90 15.60 16.30
Global Grid Communications 29.63 31.36 26.83
NSF TOTAL 79.20 72.26 | 104.47
NSFENET 44.50 41.64 44.04
Networking, Communications and the Convergence of Computing & Comm. 26.05 19.92
Applications 8.65 8.20
Education and Training 2.50 2.50
Research Centers 0.68
Research Infrastructure 2.48
Ubiquitous Computing and Communication 14.44
Human-Machine Interaction & Information Access 5.29
Biological Sciences (non-NC/GC) 12.42
Engineering (non-NC/GC) 1.38
Geosciences (non-NC/GC) 1.47
Computational Mathematics (non-NC/GC) 2.67
Physical Sciences (non-NC/GC) 6.41
Social, Behavioral & Economic Sciences (non-NC/GC) 2.14
National Challenges 8.55
DOE TOTAL 48.79 14.79 12.64
ESnet 13.79 14.79 12.64
Next Generation Internet 35.00
NASA TOTAL 25.00 14.60 27.45
Grand Challenge Support 6.60
NREN 25.00 14.60 20.85
NIH TOTAL 28.19 26.52 22.39
NLM Medical Connections Program 1.47 1.47 0.82
NLM Biotechnology Informatics 7.31 6.71 4.69
NLM IAIMS grants 2.00 2.00 2.00
NLM Intelligent Agent DB searching 9.97 8.85 7.39
NLM HPCC Health Care Applications 2.35 2.48 2.48

Page 23




Table 3: Summary of LSN FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
Large Scale Networking Pres. Req.| Est. Est.
(BA $M) (BA $M) (BA $M)
NCRR Biomolecular Computing 0.20 0.20 0.20
NCRR Modeling/Simulation 0.10 0.10 0.10
DCRT High Performance Biomedical Computing Program 2.30 2.30 2.30
NCI Frederick Biomedical Supercomputing Center 1.39 1.39 1.39
NCI High Speed Networking and Distributed Conferencing 0.72 0.72 0.72
NCI High Perf. Comms for PDQ, CancerNet, and Electronic Publishing 0.38 0.30 0.30
NSA TOTAL 2.18 3.50 3.00
Very High Speed Networking 2.18 3.50 3.00
NIST TOTAL 5.46 2.46 1.70
Information Technology Metrology, Testing, and Applications 3.46 2.46
Systems Integration for Manufacturing Applications 2.00
Development and Dissemination of Scientific Software for HPCS 0.50
Infrastructure for Information Technology 1.20
VA TOTAL 7.45 9.45 14.13
Computerized Patient Record and Telemedicine 2.50 1.20 0.80
Clinical Workstations and Medical Imaging 0.75 2.00 4.00
Improve Telecommunications Infrastructure and Internet Connectivity 1.70 0.50 0.18
VA Hybrid Open Systems Technology (VA HOST) 1.50 4.75 8.50
VA/DoD Sharing 1.00 1.00 0.65
NOAA TOTAL 2.70 2.70 2.70
Networking Connectivity 2.70 2.70 2.70
LSN FY 1998 Total 288.19( 252.64| 284.52
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4.4, High Confidence Systems (HCS)
4.4.1. HCS Definition

HCS R&D focuses on the technologies necessary to achieve high levels of availability, protection, reliability,
restorability, and security of information services. Systems using these technologies will be resistant to component
failure and malicious manipulation and will respond to damage or perceived threat by immediate adaptation or
reconfiguration. High confidence technologies can be applied to any element of a system, including the computing
system, the network, and the information in the network, and may involve content, procedures, or protocols used to
create, store, transmit, route, reconfigure, receive, aggregate, or display data.

HCS applications include law enforcement, life-and safety-critical systems, national security, personal privacy, and
the protection of critical elements of the National Information Infrastructure. Systems for automated surgical
assistants, banking, medical implants, power generation and distribution, telecommunications, and transportation are
some of the critical systems that also require reliable computing and telecommunications technologies.

HCS R&D facilitates interagency collaborations in Federal high confidence systems programs, addresses gaps in
systems technologies by fostering Federal research efforts, and provides mechanisms for Federal cooperation with
academia and industry.

4.4.2. HCS Status

Proposed FY 1998 funds to support HCS activities total approximately $33 million. This is an increase of 10 percent
over the FY 1997 estimated budget of $30 million.

DARPA will develop quality-of-service negotiation protocols, Quorum, for performance architecture attributes and
adaptive resource discovery protocols. The agency will also demonstrate an order of magnitude improvement in
operating systems/network interface of translucent systems and LAN-based quality-of-service performance
assurance.

NSA will demonstrate solutions to high assurance configurable security architectures. NSA will continue
constructing prototypes to enable the efficient replacement of security policies and security mechanisms with
minimal impact on system service or assurance. Research solutions will be integrated into future commercial
technology via collaboration with various research labs. This effort will include: integration of security research
results into advanced operating system technologies; creation of system framework for flexible authentication
services; and securing computing related to distributed and mobile computing. NSA will continue development of
functional devices including core cryptographic processors, numeric processors, high speed memories, and test and
characterization devices. It will also explore related silicon technologies that employ high speed, low power
characteristics.

NIST will enhance laboratory facilities for automated testing and integrated software engineering, and broaden
industry and standards bodies involvement in support of the development, specification, validation, and testing of
standards and interoperation of conforming products.

NIH/NLM will continue funding projects promoting the application of HPCC technologies to health care, the
evaluation of telemedicine, the testing of methods for protecting the privacy of electronic health data, and continuing
progress toward integrating academic information management by U.S. medical centers. R&D for computer-based
patient records and public health applications of the NIl will receive special emphasis.

VA will expand testing of its nationwide authentication, authorization, and encryption services to allow secure
transmission of medical data across unsecured telecommunication links such as public networks, phone systems, and
the InternetVA plans to enhance and test its computerized patient record (CPR) system, enhance and test the
integration of its telemedicine systems with the CPR, and expand development of its clinical repository and
controlled vocabulary.
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NSF will continue to support a broad academic research program in computing systems; support knowledge
networking, an initiative focused on the next generation of interconnected networks and associated database and
collaborative technologies; and support interdisciplinary research in computer and information science and
engineering focused on problems requiring scientific advances across multiple subdivisions of computational
science and engineering.

4.4.3. HCS 1998 Expected Milestones
The following are some of the individual agency HCS milestones from Appendix A.

« Demonstrate the first node-level performance of ultra-low-power systems.

e Complete composite protocol prototype implementation of an execution environment and a fast compiler for
SmartPacket Methods.

« Demonstrate the performance of new backplane networks supporting security.

« Develop architectures for high-speed key management processors or servers.

e Complete and release a specification language for network engineering elements and management system.
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Table 4: Summary of HCS FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
High Confidence Systems Pres. Req.| Est. Est.
(BA $M) (BA $M) (BA $M)
DARPA TOTAL 9.40 10.00 10.00
Scalable Systems and Software 5.00 5.00 5.00
Networking Systems 4.40 5.00 5.00
NSF TOTAL 0.90 1.21
Computing Systems 0.90 1.21
NASA TOTAL 2.80 1.60
Grand Challenge Support 2.80 1.60
NIH TOTAL 4.13 4.17 3.80
NLM Biotechnology Informatics 1.14 1.05 0.68
NLM IAIMS grants 0.50 0.50 0.50
NLM HPCC Health Care Applications 2.35 2.48 2.48
NCI Frederick Biomedical Supercomputing Center 0.14 0.14 0.14
NSA TOTAL 7.20 7.30 7.40
Secure Operating System Development 4.50 4.50 4.70
High Speed Data Protection Electronics 2.70 2.80 2.70
NIST TOTAL 3.40 3.40 4.20
Information Technology Metrology, Testing, and Applications 3.40 3.40
Infrastructure for Information Technology 4.20
VA TOTAL 5.35 2.30 2.90
Computerized Patient Record and Telemedicine 1.50 0.20 0.20
Clinical Workstations and Medical Imaging 0.85 0.60 1.20
Improve Telecommunications Infrastructure and Internet Connectivity 0.75 0.25
VA Hybrid Open Systems Technology (VA HOST) 1.75 1.00 1.50
VA/DoD Sharing 0.50 0.25
HCS FY 1998 Total 33.18 29.98 28.30

Page 27




4.5, Human Centered Systems (HUCS)
4.5.1. HuCsS Definition

HUCS R&D leads to increased accessibility and usability of computing systems and communications networks.

Scientists, engineers, educators, students, the workforce, and the general public are potential beneficiaries of HUCS

technologies. Examples of these technologies are:

e “Knowledge repositories” and “information agents” for managing, analyzing, and presenting massive amounts
of multimedia and multi-source information

e “Collaboratories” that provide access to knowledge repositories and that facilitate knowledge sharing, group
authorship, and control of remote instruments

e Systems that enable multi-modal human-system interactions including speech, touch, and gesture recognition
and synthesis

e Virtual reality environments and their application to fields including scientific research, health care,
manufacturing, and training.

“Knowledge repositories” are huge electronic databases that are being created for access by all users. The content is
multimedia (text, voice, images, and video), and the data reside on distributed heterogeneous computing systems
that use different data management software. There is a critical need for tools to manage these repositories, as well
as for “information agents” to analyze the data and effectively present the results.

Collaboratories, which permit geographically distant people to work together and to use remote resources as if there
were no geographical separation, build upon knowledge repositories and information agents. Collaboratories also
require new technologies for creating multimedia information, such as the middleware for advanced collaboration
across very large distributed systems, and for controlling remote instruments that will enable researchers to access
scarce and expensive research resources from their desktops.

HUCS R&D includes those elements of information technologies that address the usability of information and
services and the augmentation of human performance. Such systems facilitate human collaboration and interaction
with knowledge resources and in virtual environments via multiple modalities of human communication. They also
augment, with intelligent assistance, human abilities individually or in groups to process information, or to interact
with objects of very large or very small scale, or at remote sites.

HUCS R&D activities will focus on collaboration among Federal departments and agencies, which will continue to
develop their human-centered systems programs principally to address their unique mission needs while
collaborating in areas of common interest. HUCS will identify gaps in research and technology development and
ensure that these are addressed by individual agencies or through collaborations. HUCS activities will include
collaboration with U.S. industry and a coordination role for Federally-approved international collaboration in
human-centered systems technology beyond that reserved to individual departments, agencies, or other
governmental entities.

4.5.2. HuCS Status

Proposed FY 1998 funds to support HUCS activities total approximately $281 million. This is an increase of 17.1
percent over the FY 1997 estimated budget of $240 million.

DARPA will develop formal complex system design semantics for a common intermediate format and extend
arithmetic verification of complex system design to floating point. DARPA will develop algorithms to effectively
search collections of documents for words used only in restricted senses and will design query and preferences
languages incorporating similarity and value filtering. DARPA will integrate several manufacturing automation and
design engineering (MADE) design computation tools to demonstrate robust multidisciplinary design. DARPA wiill
develop initial prototypes for multi-language text extraction and audio transcription where performance is baselined
against that of human operators. The agency plans to develop modular human language technologies to support
easy, low-cost, rapid technology transfer and application development for document understanding, machine
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translation, and speech understanding. The agency will develop tools and techniques to enable the rapid construction
of information fusion, aggregation, and summarization software to filter, access, and integrate information from
hundreds of disparate, heterogeneous, distributed data sources.

NSF, NASA, and DARPA will initiate Phase 2 of the Digital Library Initiative (DLI) in FY 1998. Its broad goal is

to advance the methods used to collect, store, organize, and use widely distributed knowledge resources that contain
diverse types of information and contents stored in a variety of electronic forms. Six university-led DLI projects are
pursuing this goal in partnership with libraries, museums, publishers, schools, and computing and communication
companies.

NSF will continue support of a broad academic research program in human centered systems. The Foundation will
support Knowledge Networking, an initiative focused on the next generation of interconnected networks and
associated database and collaborative technologies. NSF will support a program of interdisciplinary research in
computer and information science and engineering focused on problems requiring scientific advances across
multiple subdivisions of computational science and engineering. NSF will continue to develop high capability
applications for the individual which are focused on societal needs and are enabled by universal, easy to use and
access paradigms.

DOE will specify and begin building a scalable standards-based software infrastructure to support collaborative
environments. DOE will integrate existing collaborative tools into its Virtual Laboratory Framework and will
implement advanced technologies for information security to support flexible administration of resources. DOE
plans on production deployment of remote access software to a number of experimental groups and plans to address
issues of navigation and context in a virtual laboratory. DOE will begin preparing one additional experimental
facility for remote access.

NASA, working collaboratively with other Federal agencies whose primary focus is HUCS, will continue
investments using expertise from its Information Technology Center of Excellence. These investments will be
through some of NASA's more traditional efforts such as computational aerosciences.

NIH will continue its telemedicine and Visible Human programs and will develop and test a graphical user interface
for an existing medical imaging system. NIH/NLM will begin projects for the full object identification of the Visible
Human data sets. NLM will continue projects in applying CIC technologies to health care, the evaluation of
telemedicine, and the testing of methods for protecting the privacy of electronic health data. There will also be a
special emphasis on R&D for computer-based patient records and public health applications of the NII. NIH/NCRR
will continue to develop and use virtual environments for scientific instruments. Such environments will enable
users to use chemical probes on the tips of atomic force microscopes to investigate and modify biological processes.
NCRR also plans to extend cognitive neuroscience research capabilities to simulate human memory circuits leading
to a model of human working memory with the potential to affect all aspects of learning. NIH/NCI will improve
systems of visual and voice interactions between biomedical computing researchers and projects.

NIST will develop methods for evaluating image quality effects of optical character recognition (OCR) and test
sample models. NIST will demonstrate an intelligent systems architecture for manufacturing system and machine
control in Advance Manufacturing and Networking Testbed (AMSANT) facilities. NIST will demonstrate remote
operator interfaces for machine and production system monitoring and control, and distributed design, planning, and
production application integration using object-based interfaces in AMSANT and remote partner facilities. The
program will demonstrate integration of planning and simulation applications using process data models and will
demonstrate collaboratory environment use by Government and industry partners in development and validation of
manufacturing integration specifications.

VA will enhance and test its computerized patient records (CPR) system and enhance and test the integration of its

CPR and telemedicine systems. VA will continue developing and testing a graphical user interface to CPRs and will
support standardization of nomenclature for health care records.
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The Department of Education’s (ED) National Institute on Disability and Rehabilitation will continue funding of 15
continuing Rehabilitation Engineering Research Centers (RERCs) and one new center.

NOAA will investigate emerging programming paradigms for presenting NOAA data and information through more
useful, understandable methods, merging these with advanced visualization techniques to expand the universe of
information available to the public.

EPA will award grants for research on data access techniques in a distributed heterogeneous environment.

The Agency for Health Care Policy and Research (AHCPR) will accelerate the development of information
standards essential for integrating clinical information systems with knowledge based servers. AHCPR will test the
use of such standards in pilot projects across medical settings to determine their contribution to both the medical
effectiveness and cost effectiveness of clinical decision support systems. AHCPR will test the confidentiality and
privacy protection of computer-based patient record security measures.

45.3. HuCS 1998 Expected Milestones
The following are some of the individual agency HUCS milestones from Appendix A.

« Demonstrate translingual search aids for military type documents in English, Korean, and a European language;
electronic document management with access controls; statistical co-occurrence techniques for texture
classification of images; and semi-automatic generation of metadata.

¢ Demonstrate order of magnitude improvement in operating systems/network interface of translucent system and
LAN-based quality-of-service performance assurance for Quorum Prototype No.1.

» Demonstrate initial capabilities of intelligent information services architecture with multiple mechanisms for
describing resource capabilities and with a uniform interface to hybrid search methods for resource retrieval.

» Demonstrate symbolic simulation linked with hardware emulation for complex design technology.

» Demonstrate a reduction by a factor of five in early design trade-off time by combining qualitative and
guantitative models.

* Complete the experimental evaluation of design technology for high performance computational prototyping of
systems, supporting both task and data parallelism for scalable software library technology.

» Demonstrate the results of mature digital library technology projects.

» Demonstrate the languages and runtime services in defense applications, and complete the scalable software
library technology demonstration.

» Demonstrate feasibility of utilizing an advanced software environment that supports compaosition tools for
composing software, integration, and software development and testing using animation techniques in military
environment.

» Complete standardized readings of National Health and Nutrition Examination INM&NES) Il and I
images and begin general access to integrated database consisting of NHANES Il and Ill text and images as a
beta test.

» Demonstrate collaboratory environment use by Government and industry partners in development and
validation of manufacturing integration specifications.
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Table 5: Summary of HUCS FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
Human Centered Systems Pres. Req.| Est. Est.
(BA $M) (BA $M) (BA $M)
DARPA TOTAL (137.87|103.65( 112.17
Microsystems 17.90 14.23 17.05
System Environments 2.00 2.18 3.68
Defense Technology Integration and Infrastructure 26.20 9.01
Information Sciences 13.01 22.33 20.50
Intelligent Systems and Software 78.76 64.91 61.93
NSF TOTAL 60.17 57.76 15.28
Human Centered Systems 50.07 48.10
Applications 10.10 9.66
Research Infrastructure 4.78
Human-Machine Interaction & Information Access 6.80
Engineering (non-NC/GC) 1.70
Computational Mathematics (non-NC/GC) 2.00
DOE TOTAL 9.94 14.89 8.56
National Collaboratory Research 3.94 8.89 8.38
DOE2000 NC 6.00 6.00 0.18
NASA TOTAL 2.20 4.50
Systems Software 1.90 4.20
BRHR 0.30
Information Infrastructure Technology & Applications 0.30
NIH TOTAL 29.28 27.25 24.05
NLM Biotechnology Informatics 0.69 0.63 0.45
NLM Electronic Imaging 2.25 2.25 1.93
NLM IAIMS grants 0.90 0.90 0.90
NLM Intelligent Agent DB searching 3.33 2.95 2.10
NLM HPCC Health Care Applications 9.41 9.90 11.25
NCRR Biomolecular Computing 0.80 0.80 0.60
NCRR Modeling/Simulation 0.70 0.70 1.20
NCRR Virtual Reality/Environments 9.70 7.70 4.20
DCRT High Performance Biomedical Computing Program 0.50 0.50 0.50
NCI Frederick Biomedical Supercomputing Center 0.28 0.28 0.28
NCI High Speed Networking and Distributed Conferencing 0.34 0.34 0.34
NCI High Perf. Comms for PDQ, CancerNet, and Electronic Publishing 0.38 0.30 0.30
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Table 5: Summary of HUCS FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
Human Centered Systems Pres. Req.| Est. Est.
(BA $M) (BA $M) (BA $M)
NIST TOTAL 13.66 13.66 14.02
Information Technology Metrology, Testing, and Applications 3.00 3.00
Systems Integration for Manufacturing Applications 10.66 10.66 10.66
Development and Dissemination of Scientific Software for HPCS 0.50
Infrastructure for Information Technology 2.86
VA TOTAL 9.20 1.80 1.90
Computerized Patient Record and Telemedicine 3.00 0.40 0.40
Clinical Workstations and Medical Imaging 0.65 0.40
Improve Telecommunications Infrastructure and Internet Connectivity 1.30
VA Hybrid Open Systems Technology (VA HOST) 3.25 1.00 1.50
VA/DoD Sharing 1.00
ED TOTAL 12.00 11.40 11.40
Regional Education Laboratory Program 2.00
National Institute on Disability and Rehabilitation Research 11.40 11.40
Regional Technology in Education Consortia 10.00
NOAA TOTAL 0.50 0.50 0.50
Information Dissemination Pilots 0.50 0.50 0.50
EPA TOTAL 0.80 0.60 0.60
Public Data Access 0.80 0.60 0.60
AHCPR TOTAL 5.50 4.20 3.20
Computer-Based Patient Records 5.50 4.20 3.20
HuUCS FY 1998 Total 281.12| 240.21] 191.68
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4.6. Education, Training, and Human Resources (ETHR)

4.6.1. ETHR Definition

ETHR R&D supports research to advance education and training technologies. Research areas include curriculum
development, fellowships, and scholarships for computational, computer, and information scientists, and engineers.
ETHR includes the application of interdisciplinary research to learning technologies, as well as R&D in
information-based learning tools, lifelong learning, and distance learning. Applications flowing from leading edge
R&D in HECC and LSN will prove difficult to implement if today’s students and professionals are not receiving
continuous or updated training to augment existing skills for exploiting these developments. ETHR technologies
improve the quality of science and engineering education and lead to a more knowledgeable and productive
citizenry.

Information technologies will have a profound impact on all forms and levels of education in*ti@z2try,

ranging from the use of geographically dispersed learning centers using virtual environment technologies, to the
extension of learning beyond abstract presentation to experiential learning through advanced simulation and
visualization techniques.

Research in learning technologies has direct implications for achieving the national goal of a technologically literate
citizenry. Such research is needed to enable use of the Nation’s information infrastructure to provide the resources
for efficient and effective education and training. Indeed, the training of the next generation of citizens skilled in the
development and use of information technologies is critical to the national health.

One of the primary focal points of ETHR R&D involves engineering applications in the classroom. This includes

new curriculum and course development in high performance computing and communication and information
processing, and provides research opportunities in high performance computing and communications for
undergraduates.

ETHR R&D is also concentrating efforts on creating collaborative tools for R&D in learning, creativity, and
productivity. This area supports techniques to develop the technologies and tools that will enable scientists and
engineers to easily collaborate across geographic boundaries and to interact cooperatively in common problem
solving and experimental activities.

ETHR also supports high-level university training with grants for graduate and postdoctoral CIC R&D research.
Programs in education and training are focused on increasing the pool of people with the knowledge, skills, and
insights to lead research in the science and technology required to make high performance computing and
information technologies easier to use, and to apply those developments in the pursuit of fundamental knowledge in
all disciplines of science and engineering.

In addition to providing research opportunities for university students, scientists, and professionals, ETHR R&D
provides training and information services for students, teachers, and faculty in computing, networking, and
computational science in grades K-12.

4.6.2. ETHR Status

Proposed FY 1998 funds to support ETHR activities total approximately $39 million. This is a decrease of 4.9
percent over the FY 1997 estimated budget of $41 million.

NSF will support a broad spectrum of applications that stress high performance computing and communications
and/or that demonstrate the potential impact of high performance computing and communications on particular
science or engineering disciplines. NSF will continue support of activities that advance education and training in
high performance computing and communications at all levels. NSF will promote a collaborative research and
development agenda to advance understanding of learning, creativity, and productivity. The NSF Postdoctoral
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Research Associates program, for example, supports postdoctoral training in computational science and engineering
and experimental computer scien®SF plans to increase support of learning technologies to enable information
technologies to help transform education in th& Qéntury

NASA will distribute mature K-12 curriculum products over the NIl. NASA also focuses on the development of the
next generation of computer and computational scientists. Additionally, NASA supports research institutes and
centers of excellence engaged in computer science and computational science, and funds small university grants on
CIC R&D topics at the individual principal investigator level.

NIH/NLM will continue individual and program grants for HPCC training for health professionals. NLM is
expanding its successful pre-doctoral and post-doctoral grants program for career training in medical informatics,
both for research and application, and in providing HPCC-in-medicine fellowship training sup@&®R will

continue hands-on training programs and science education projects. NCRR provides training in high performance
computing mainly through its research resource centers that focus on the use of this technology. This training, which
is generally integrated with the research and development activities of the resource centers, can involve
undergraduate and graduate students, postdoctoral fellows, and established scientists from within and outside of the
host institution. NCRR will implement a National Research Service Act (NRSA) awards program, not limited to
NCRR resource centers, to train biomedical scientists to use HPC technology efficiently and effectively.

In DOE’s Advances in Supercomputing (AiS) program, the number of state sites will be reduced from five to the
original three. DOE will encourage state and local school systems to adopt the successful educational technology
programs developed under the AiS and Model Nets Programs. DOE will work with community colleges and
vocational schools on education and training programs in computing and networking that prepare students for school
and job opportunities and encourage colleges and universities to adopt curricula and instructional material developed
in the Undergraduate Computational Engineering and Sciences PragranComputational Science Graduate
Fellowship Program supports over 50 doctoral students in computational science and engineering at select
universities. Participating fellows spend at least one summer working at a DOE laboratory in the area of their
dissertation.

4.6.3 ETHR 1998 Expected Milestones

The following are some of the individual agency ETHR milestones from Appendix A.

» Provide graduate and postdoctoral support for high-performance computing research.
» Distribute mature K-12 curriculum products over the NiIl.

» Demonstrate results of mature digital library projects.

* Implement an NRSA awards program, not limited to NCRR resource centers, to train biomedical scientists to
use HPC technology efficiently and effectively
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Table 6: Summary of ETHR FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
Education, Training, and Human Resources Pres. Req.|  Est. Est.
(BA $M) (BA $M) (BA $M)
DARPA TOTAL 6.24
Health Information Infrastructure 6.24
NSF TOTAL 20.96 19.11 31.03
Applications 12.39 11.86
Education and Training 8.57 7.25 14.12
Research Centers 4.40
Research Infrastructure 2.30
Human-Machine Interaction & Information Access 3.60
Computational Mathematics (non-NC/GC) 3.52
Physical Sciences (non-NC/GC) 3.09
DOE TOTAL 3.00 3.50 4.00
Advanced Computational Testing and Simulation Research 3.00 3.50 4.00
NASA TOTAL 8.30 5.70 23.60
Grand Challenge Support 0.62
BRHR 8.30 1.10 3.98
Information Infrastructure Technology & Applications 4.60 19.00
NIH TOTAL 6.38 5.88 7.11
NLM HPCC Training Grants 4.04 3.54 3.04
NCRR HPCC Training 1.80 1.80 3.50
NCI Frederick Biomedical Supercomputing Center 0.49 0.49 0.49
NCI High Speed Networking and Distributed Conferencing 0.05 0.05 0.08
NSA TOTAL 0.15
Technology Based Training 0.15
ED TOTAL 6.61 17.53
ASkERIC Service 1.00 0.34
OERI Institutional Communications Network (INET) 1.90 0.93
Regional Education Laboratory Program 1.50 1.50
Teacher Networking Project 13.21
National Parents Information Network 0.23 0.20
ERIC Clearinghouses 1.98 1.35
EPA TOTAL 0.08
Education/Training 0.08
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Table 6: Summary of ETHR FY 1998 Presidential Budget

Agency / Program Activity FY 98 FY 97 FY 96
Education, Training, and Human Resources Pres. Req. Est. Est.
(BASM) | (BASM) | (BAS$M)
ETHR FY 1998 Total 38.64 | 40.80| 14.20
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Glossary

ACTS Advanced Computational Testing and Simulation
ADL Alexandria Digital Library

AHCPR Agency for Health Care Policy and Research
AiS Advances in Supercomputing

AMSANT Advanced Manufacturing Systems and Networking Testbed
ARPANet Advanced Research Projects Agency Network

API Applications Programming Interface

ASCI Accelerated Strategic Computing Initiative
ATDNet Advanced Technology Demonstration Network
ATM Asynchronous Transfer Mode

BAA Broad Area Announcement

CAN Cooperative Agreement Notice

CAS Computational AeroSciences

CiCc Computing, Information, and Communications
CIM Computer Integrated Manufacturing

CMOS complementary metal oxide semiconductor
COTS Commercial off-the-shelf

CPR Computerized Patient Records

CPU Central Processing Unit

CRADA Cooperative Research and Development Agreement
CT Committee on Technology

DARPA Defense Advanced Research Projects Agency
DCRT Division of Computer Research and Technology
DLI Digital Libraries Initiative

DNA Deoxyribonucleic Acid

DOD Department of Defense

DOE Department of Energy

DP Defense Programs, a part of DOE

DSM Distributed Shared Memory

ED Department of Education

EPA Environmental Protection Agency

ER Energy Research, a part of DOE
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ERIC Education Resources Information Center

ESnet DOE’s Energy Sciences Network

ESS Earth and Space Sciences

ETHR Education, Training, and Human Resources

FY Fiscal Year

FISAC Federal Information Services and Applications
GaAs Gallium Arsenide

GAMS Guide to Available Mathematical Software

GC Grand Challenge

GFDL NOAA'’s Geophysical Fluid Dynamics Laboratory
GSA General Services Administration

HCS High Confidence Systems

HECC High End Computing and Computation

HPCC High Performance Computing and Communications
HuCSs Human Centered Systems

IC Integrated Circuit

I/O Input/Output

IP Implementation Plan

LAN Local Area Network

LSN Large Scale Networking

MADE Manufacturing Automation and Design Engineering
MBONE Multicast Backbone

MCM Multichip Module

MPP Massively Parallel Processor

NASA National Aeronautics and Space Administration
NC National Challenge

NCAR National Center for Atmospheric Research

NCBI National Center for Biotechnology Information
NCI National Cancer Institute

NCO National Coordination Office

NCRR National Center for Research Resources
NERSC National Energy Research Scientific Computing
NGI Next Generation Internet

NHANES National Health and Nutrition Examination Survey
NIGMS National Institute of General Medical Sciences
NIH National Institutes of Health
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NII
NIST
NLM
NOAA
NPACI
NREN
NRSA
NSA
NSF
NSTC
OCR
OMB
ORNL
OSTP
PACI
PCA
PITAC
QoS
R&D
RERC
RFP
RSFQ
UMLS
u.S.
VA
VBNS
VLSI
WAN
WDM
WWWwW

National Information Infrastructure

National Institute of Standards and Technology
National Library of Medicine
National Oceanic and Atmospheric Administration
National Partnership for Advanced Computational Infrastructure
NASA Research and Education Network

National Research Service Act

National Security Agency

National Science Foundation

National Science and Technology Council

Optical Character Recognition

Office of Management and Budget

Oak Ridge National Laboratory

Office of Science and Technology Policy

Partnerships for Advanced Computational Infrastructure
Program Component Area

President’s Information Technology Advisory Committee
Quality of Service

Research and Development

Rehabilitation Engineering Research Center

Requests for Proposal

Rapid Single-Flux Quantum devices

Unified Medical Language Systems

United States
Department of Veterans Affairs

very high performance Backbone Network Services
Very Large Scale Integration
Wide Area Network

Wavelength Division Multiplexing

World Wide Web
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Appendix A. Agency Accomplishments and Plans

Implementation of the CIC R&D programs, including the HPCC Program, takes place within each of the twelve
participating agencies, where the final decisions are made on the funding, management, and evaluation of program
activities. This section organizes these activities by agency to reflect the operational structure of the funding. The
level of information does not reflect individual projects.

Each agency section contains four parts:

» Brief overview of the agency's perspective on CIC and HPCC R&D efforts

» Table summarizing financial data and collaborative ties for its program activities

» Table comparing financial data for this year’s program activities with last year’s

» For each program activity, a one-page form, describing that activity and its milestones.

The individual program activity form contains some fields that require explanation:

» The “Budget Code” field is an internal label used by some agencies to track funding. The budget fields provide
actual spending (Act.), estimated spending based on Congressional appropriations and rescissions (Est.), and
Presidential requests (Pres.) for relevant fiscal years. The numbers below the CIC/HPCC component labels
estimate the breakdown of the FY 1998 request into the five PCAs.

» The “Agency Ties” section of the form permits two labels. A “Partner” label indicates that the corresponding
agency participates in this activity as a funding and research partner. Note that two different agencies may view
partnering differently (e.g., developing a scalable system for DARPA would be HECC, but its use for National
Challenges could be inside LSN for NIST or NOAA). A “User” label indicates that the corresponding agency
needs the results of this program activity for another, related activity.

» The large field in the center of the form gives an overview description of each activity. The remaining fields

provide highlights of major accomplishments and milestones planned for future years. These entries highlight
significant objectives and results; they should not be viewed as complete descriptions of any activity.
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